
In many applications of machine learning — including
image recognition (Krizhevsky, Sutskever, and Hinton
2012), machine translation (Sutskever, Vinyals, and Le

2014), and speech recognition (Graves, Mohamed, and Hin-
ton 2013) — large labeled data sets are a key component for
building state-of-the-art systems. Collecting such data sets
can be expensive, representing a major bottleneck in deploy-
ing machine learning algorithms.

Humans, on the other hand, are able to learn most tasks
without direct examples, opting instead for high-level
instructions for how each task should be performed, or what
it will look like when completed. In this work, we ask
whether a similar principle can be applied to teaching
machines: can we supervise algorithms with a few (or no)
labeled examples by instead only describing how desired out-
puts should look or by giving a small set of examples of out-
puts?
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� In many applications of machine
learning, labeled data is scarce and
obtaining additional labels is expensive.
We introduce a new approach to super-
vising learning algorithms without
labels by enforcing a small number of
domain-specific constraints over the
algorithms’ outputs. The constraints
can be provided explicitly based on pri-
or knowledge — for example, we may
require that objects detected in videos
satisfy the laws of physics — or implic-
itly extracted from data using a novel
framework inspired by adversarial
training. We demonstrate the effective-
ness of constraint-based learning on a
variety of tasks — including tracking,
object detection, and human pose esti-
mation — and we find that algorithms
supervised with constraints achieve
high accuracies with only a small num-
ber of labels, or with no labels at all in
some cases.



Contemporary methods for learning with fewer
labels are often based on semisupervised or unsuper-
vised feature learning (Figueiredo and Jain 2002;
Coates, Ng, and Lee 2011; Kingma et al. 2014). In this
work, we instead propose to describe the desired
behavior of a machine learning algorithm using con-
straints over its outputs (Shcherbatyi and Andres
2016). For example, we may require that the move-
ments of an object tracked in a video satisfy the laws
of physical mechanics. Unlike labels — which only
apply to their corresponding inputs — constraints are
specified once for the entire data set, providing an
opportunity for more cost-effective supervision;
moreover, a single set of constraints can be applied to
multiple data sets without relabeling. This form of
supervision has shown promising results in robotics
(Mnih et al. 2015), preference learning (Choi, Van
den Broeck, and Darwiche 2015), and semantic seg-
mentation (Owens et al. 2011).

Supervising algorithms using constraints, which
amounts to a very general form of weak supervision,
represents a significant departure from standard
supervised learning approaches. In this article, we
formalize two concrete ways of defining constraints
and using them to guide the behavior of machine
learning systems.

Learning with Explicit Constraints
In the explicit approach, constraints are handcrafted
by humans based on prior domain knowledge. For
example, humans can specify logical rules or physi-
cal laws governing the output of a system. As long as
these invariants can be succinctly represented using
mathematical formulas, the effort of specifying them
does not increase with data set size. Furthermore, we
may often reuse common invariants across related
data sets.

As a concrete example, consider the problem of
tracking the height of an object in free fall within
multiple consecutive video frames. Clearly, the
heights of the object in each frame are not inde-
pendent, and their sequence demonstrates a well-
defined structure. In fact, we know from elementary
physics that any correct sequence of outputs forms a
parabola. In our experiments, we find that requiring
an object tracking system to output trajectories con-
sistent with a parabola prescribed by physical
mechanics can almost entirely replace the need to
manually label each video frame and thus substan-
tially reduce labeling efforts.

Learning Constraints Implicitly from Data
However, specifying constraints by hand may require
significant domain expertise and the constraints
themselves may not always possess simple mathe-
matical descriptions. In such cases, we propose to
learn the invariants implicitly from a small set of rep-
resentative output samples. These samples do not
need to be tied to corresponding inputs (as in super-

vised learning) and may come from a black-box sim-
ulator that abstracts away physics-based formulas,
examples of outputs collected by humans, and out-
puts extracted from standard data sets used in super-
vised learning.

Inspired by recent advances in generative model-
ing, we capture the distribution of outputs using an
approach based on adversarial learning (Goodfellow
et al. 2014). Specifically, we train two distinct learn-
ers: a primary model for the task at hand and an aux-
iliary classification algorithm called a discriminator.
During training, we constrain the main model such
that its outputs cannot be distinguished by the dis-
criminator from true output samples, thus forcing
the discriminator to capture the structure of the out-
put space. This approach forms a novel adversarial
framework for performing weak supervision with
learned constraints.

In the aforementioned object tracking example,
we may empirically measure trajectories of falling
objects and fit the tracking system to produce out-
puts that cannot be distinguished from real trajecto-
ries by the auxiliary discriminator. In the process, the
discriminator effectively learns the physical laws that
govern falling objects and imposes them upon the
tracking system. Although in this example we could
have specified these laws by hand, the learning
approach becomes essential when invariants cannot
be specified succinctly, such as when training a joint
detector that needs to satisfy the anatomical con-
straints imposed by the human body.

Applications to Semisupervised Learning
Although constraint learning does not require a ful-
ly labeled data set containing input-label pairs, pro-
viding it with such data turns our problem into an
instance of semisupervised learning. In semisuper-
vised learning, we are given a small set of labeled
examples and a large unlabeled data set. The goal is
to use the unlabeled data to improve supervised
accuracy.

In this setting, our constraint learning approach
uses the small labeled data set to discover the high-
level invariants governing the system’s outputs and
then uses these invariants to train the system on the
large unlabeled set. This process can be interpreted as
a new semisupervised algorithm for structured pre-
diction problems. Experimental results demonstrate
that this form of constraint learning performs well
on a variety of semisupervised problems, such as
tracking, object detection, and pose estimation, out-
performing natural baselines with very few labeled
inputs.

Contributions
The primary contribution of this work is to introduce
and formalize the notion of learning with constraints,
and to demonstrate that this approach significantly
reduces labeling effort across several structured pre-
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diction tasks. We introduce two distinct paradigms for
learning with constraints and show how they may be
used to supervise learning algorithms, particularly
modern methods based on deep neural networks. The
frameworks of the two paradigms are shown in figures
1 and 2. A special case of our framework is a new
approach to semisupervised learning. Our results are
based on work by Stewart and Ermon (2017).

Background
Our work focuses on structured prediction problems,
and uses implicit generative models to learn con-
straints. In this section, we introduce structured pre-
diction and implicit models. The following sections
explore various forms of constraint learning.

Supervised Learning and Structured Predic-
tion
In supervised learning, we are given a training set of
n examples, where each example includes an input xi
(that belongs to X) and the corresponding label yi
(that belongs to Y). We learn a function f, mapping
inputs to labels by minimizing a loss l within a
hypothesis class H. By restricting the space of possi-
ble functions to H, we are leveraging prior knowledge
about the specific problem we are trying to solve.
Alternatively, we may incorporate prior knowledge
by specifying an apriori preference for certain func-
tions in the hypothesis class via a regularization term
R(f). Together, these concepts give rise to the super-
vised learning objective

(1)

In this work, we consider the class of functions H
parameterized by convolutional neural networks. We
are also interested in structured prediction problems
(Koller and Friedman 2009), where the outputs yi are
complex vector-valued objects with strong correla-
tion among their components. Examples of struc-
tured outputs include vectors, trees, sequences, and
graphs (Taskar et al. 2005; Daumé, Langford, and
Marcu 2009).

Adversarial Training and 
Implicit Probabilistic Models
Adversarial training is a particular technique for fit-
ting structured prediction models. It is most widely
used to train implicit probabilistic models (Mohamed
and Lakshminarayanan 2016). Implicit models are
defined as the result of a stochastic sampling proce-
dure, rather than through an explicitly defined like-
lihood function. A prominent example is generative
adversarial networks (GAN), in which samples are
obtained by transforming Gaussian noise via a neu-
ral network G, called the generator.

In this work, we will be interested in placing con-
straints on a probability distribution over the output

f * = argmin
f �H

l
i=1

n

� (f (xi ),yi )+ R(f ).

space Y. We are going to define this distribution
implicitly by a sampling procedure that samples an
input and generates a label using a neural network.
Note that evaluating the likelihood of the model
defined by this sampling procedure is typically
intractable.

Adversarial training of implicit models possesses
two interpretations. The first is that of a mathemati-
cal game, in which the generator G tries to fool a dis-
criminator D from distinguishing generated samples
from real samples. This process results in a minimax
objective, which can be optimized through stochas-
tic gradient descent. Alternatively, this process can be
interpreted as minimizing distances or divergences
between distributions, which include approxima-
tions of the Jensen-Shannon divergence (Goodfellow
et al. 2014), the Earth Mover’s distance (Arjovsky,
Chintala, and Bottou 2017; Gulrajani et al. 2017), or
differences in statistics between samples from two
distributions (Li, Swersky, and Zemel 2015).

Figure 1. Framework of the Paradigm for 
Learning with Explicit Constraints.

Explicit constraints are algebraic or logical formulas that hold over the out-
put space Y and are specified based on prior domain knowledge.
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Figure 2. Framework of the Paradigm for 
Learning Implicitly from the Data.

Constraints are learned implicitly from data by forcing f to produce outputs
that are indistinguishable from representative outputs Y by an auxiliary dis-
criminator D.
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Learning with Explicit Constraints
The goal of constraint-based learning is to train a
model f, mapping from inputs to outputs that we
care about, using only high-level rules rather than
labeled examples.

We focus on structured prediction problems, in
which the output is a vector y with correlated com-
ponents. For example, y may correspond to the tra-
jectory of a falling object in a sequence of video
frames x. Clearly, the heights in each frame are not
independent, and the sequence demonstrates a well-
defined structure defined by physics. We can utilize
this physical law as a constraint and learn to detect
the object without resorting to exhaustive labeling.

Replacing Supervised Losses 
with Constraints
To enforce our prior knowledge of the structure of y,
we specify a weighted constraint function g, which
penalizes output structures that are not consistent
with our understanding of the task. The key question
we explore in this work is whether this weak form of
supervision is sufficient to achieve high labeled accu-
racy on a test set.

While one clearly needs labels to evaluate the opti-
mal function, labels may not be necessary to discov-
er that optimal function. If prior knowledge informs
us that outputs of the optimal function have other
unique properties among functions in the hypothe-
sis class, we may use these properties as constraints to
train the system without the need for explicit labeled
examples.

Specifically, we first consider an approach in which
no labels are provided to us, and optimize for a nec-
essary property of the output (the constraint)
instead. That is, we search for the function that opti-
mally satisfies the constraint requirements

(2)

In our experiments, we find that commonly used
hypothesis classes (convolution layers encoding
translation invariance) and simple regularization
terms may be sufficient to avoid functions that opti-
mize only for the constraint but not the original loss
function. In these settings, we can optimize the con-
straint in place of the loss function with stochastic
gradient descent (SGD), freeing us from the need for
labels.

Regularization for Constraint Learning
When optimizing for the constraint alone is not suf-
ficient to find the desired solution, we may add addi-
tional regularization terms R(f) to supervise the
machine towards correct convergence. For example,
if the constraint is undesirably satisfied by a function
that produces constant output at every frame, we add
a term to favor outputs with higher entropy, leading

f * = argmin
f �H

g
i=1

n

� (xi ,f (xi ))+ R(f )

to the correct function. The process of designing the
precise constraint and the regularization term is a
form of supervision, and can require a significant
time investment. But unlike hand labeling, it does
not increase proportionally to the size of the training
data set, and can be applied to new data sets often
without modification.

Adversarial Constraint Learning
In the sciences, discovering constraints is often a
data-driven process — for example, the laws of
physics are often discovered by validating hypothe-
ses with experimental results before formulas are
summarized.

Motivated by this idea, we ask ourselves whether
we can learn constraints (such as physical laws) from
data, rather than requiring that they be specified by
humans. This approach enables us to apply con-
straint learning in settings in which the invariants
governing a system’s output are too complex to be
specified manually.

Learning Constraints from Data
Suppose that we are given a small number of outputs
(that is, labels that are not necessarily associated with
inputs) or a black-box mechanism/simulator for gen-
erating such outputs. We formulate the task of learn-
ing a constraint loss from these labeled samples using
the framework of generative adversarial learning
(Goodfellow et al. 2014).

Our ultimate goal is to learn a function f(x) that
produces samples that lie close to the manifold of
true output samples in Y. To enforce this goal, we fol-
low the approach of Goodfellow et al. (2014) and
define an auxiliary classifier D called a discriminator,
which tries to assign higher scores to the real set of
labels (since they follow the constraints by assump-
tion) and lower scores to outputs from f(x). At the
same time, we train f(x) to produce outputs that score
higher under the discriminator. Thus, the discrimi-
nator learns to effectively extract the constraints in
the samples and impose them upon f(x); and since
the goal of f(x) is to produce outputs that score high
under the discriminator, this function learns to meet
the desired constraints.

Figure 3 shows an overview of the adversarial con-
straint learning framework when the outputs form a
trajectory from an object tracking system. The dis-
criminator tries to distinguish generated trajectories
(outputs from the function f(x)) from real sample tra-
jectories, while the regressor tries to output trajecto-
ries that match the distribution provided by a black-
box simulator. When trained to optimality (and
assuming both models have enough capacity), the
discriminator represents the implicit constraint while
the regressor learns to perform structured prediction
that satisfies this constraint.  
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Constraint Learning by 
Matching Distributions
Our approach to learning constraints in a generative
adversarial framework can also be interpreted as
matching the distribution over labels defined by the
model to the true marginal data distribution over the
labels. The former is specified implicitly by a sam-
pling mechanism in which we first take a random
input x and obtain an output y by passing it through
a deterministic function f(x) (for example, a neural
network that outputs a sequence of object positions
given a set of input frames). Matching marginal dis-
tributions over the labels is a necessary condition for
the correct model, and it can be interpreted as a form
of regularization over the output space Y.

In slightly more formal terms, our constraint
learning framework can be seen as optimizing a
measure of similarity between distributions that can
be approximately computed through samples. Exam-
ples of such similarity measures include the Jensen-
Shannon divergence or the Earth Mover’s distance.
Minimizing these divergences or distances is equiva-
lent to training the model to satisfy the constraints
implicitly encoded in a set of representative output
samples.

Semisupervised Structured Prediction
Although constraint learning does not require a fully
labeled data set containing input-label pairs, providing
it with such data turns our problem into an instance of
semisupervised learning. In semisupervised learning,
we are given a small set of labeled examples and a large
unlabeled data set. The goal is to use the unlabeled data
to improve supervised accuracy.

Our constraint learning approach uses the small
labeled data set to discover the high-level invariants
governing the system’s outputs and then uses these

invariants to train the system on the large unlabeled
set. In addition, we may combine our constraint
learning objective with a standard classification loss
term (over the labeled data), which acts as an addi-
tional regularizer. This process can be interpreted as
a new semisupervised algorithm for structured pre-
diction problems, such as tracking, object detection,
and pose estimation.

Traditional semisupervised learning methods
assume there is a large source of inputs x and tend to
impose regularization over the input space. Our
method, on the other hand, can exploit abundant
samples from the output space that are not matched
to particular inputs. Moreover, our method can be
easily combined with other approaches (Kingma et al.
2014; Li, Zhu, and Zhang 2016; Salimans et al. 2016;
Miyato et al. 2017) to further boost performance.

Experiments
We perform four experiments that demonstrate the
effectiveness of constraint learning in various real-
world settings. We refer to the trained model as a
regression network (or simply as a regressor) f, map-
ping from inputs to outputs that we care about.

Our first two experiments use explicit constraints
in the form of formulas; the latter two rely on adver-
sarial constraint learning, where we train an auxiliary
discriminator using output samples from a black-box
simulator. We refer the readers to our papers for net-
work layout and training details (Stewart and Ermon
2017).

Tracking an Object in Free Fall
In our first experiment, we record videos of an object
being thrown across the field of view and aim to
learn the object’s height in each frame. Example
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Figure 3. Adversarial Constraint Learning for an Object Tracking System. 

We train the function f by asking it to generate trajectories Tf of a moving object that cannot be discriminated from sample trajectories Ts.
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frames are shown in figure 4. Our goal is to obtain a
regression network on color images, that is, a map-
ping from images to a real number. We will train this
network as a structured prediction problem operat-
ing on a sequence of N images to produce a sequence
of N heights, and each piece of data xi will be a vec-
tor of images, x. Rather than supervising our net-
work with direct labels, y, we instead supervise the
network to find an object obeying the elementary
physics of free-falling objects. Because gravity acts
equally on all objects, we need not encode the
object’s mass or volume.

Constraints
An object acting under gravity will have a fixed accel-
eration of a = –9.8 m/s2, and the plot of the object’s
height over time will form a parabola:

(3)

where Δt = 0.1s is the duration between frames and
y0 and v0 denote the initial location and velocity
respectively. This equation provides a necessary con-
straint, which the correct mapping f* must satisfy.
We thus train f by making incremental improve-
ments in the direction of better satisfying this equa-
tion.

Given any trajectory of N height predictions, f(x),
we fit a parabola with fixed curvature to those pre-
dictions, and minimize the constraint loss, which is
the residual between the predictions and the parabo-
la. Because the constraint loss is differentiable almost
everywhere, we can optimize it with SGD. Surpris-
ingly, we find that when combined with existing reg-

y i = y0 + v0(i�t )+ a(i�t )2
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Figure 4. Qualitative Results from Our Network Applied to Fresh Images.

As the pillow is tossed, the height forms a parabola over time. We exploit this structure to independently predict the pillow’s height in each
frame without providing labels.
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ularization methods for neural networks, this opti-
mization is sufficient to recover f* up to an additive
constant C (specifying what object height corre-
sponds to 0). Qualitative results from our network
applied to fresh images after training are shown in
figure 4.

Evaluation
We manually label the height of our falling objects in
pixel space. Note that labeling the true height in
meters requires knowing the object’s distance from
the camera, so we instead evaluate by measuring the
correlation of predicted heights with ground truth
pixel measurements. All results are evaluated on test
images not seen during training. Note that a uniform
random output would have an expected correlation
of 12.1 percent. Our network results in a correlation
of 90.1 percent. For comparison, we also train a
supervised network on the labels to directly predict
the height of the object in pixels. This network
achieves a correlation of 94.5 percent, although this
task is somewhat easier as it does not require the net-
work to compensate for the object’s distance from
the camera.

This experiment demonstrates that one can teach
a neural network to extract object information from
real images by writing down only the equations of
physics that the object obeys.

Detecting Objects with 
Causal Relationships
In addition to physics, other sources of domain
knowledge can in principle be used to provide super-
vision in the learning process. For example, signifi-
cant efforts have been devoted in the past few decades
to construct large knowledge bases (Lenat 1995; Bol-
lacker et al. 2008). This knowledge is typically encod-
ed using logical- and constraint-based formalisms.
Thus, in our next experiment, we explore the possi-
bilities of learning from logical constraints imposed
on single images. More specifically, we ask whether it
is possible to learn from causal phenomena.

We provide our model images containing a sto-
chastic collection of up to four characters: Peach,
Mario, Yoshi, and Bowser, with each character having
small appearance changes across frames due to rota-
tion and reflection. Example images can be seen in
figure 5. While the existence of objects in each frame
is nondeterministic, the generating distribution
encodes the underlying phenomenon that Mario will
always appear whenever Peach appears. Our aim is to
create a pair of neural networks f = (f1, f2) for identi-
fying Peach and Mario, respectively. The networks, f1
and f2, map the image to the discrete Boolean vari-
ables, y1 and y2. This problem is challenging because
the networks must simultaneously learn to recognize
the characters and select them according to logical
relationships.

Constraints
Rather than supervising with direct labels, we train

the networks by constraining their outputs to have
the logical relationship y1 ⇒ y2, which means if y1 is
true (1), y2 can never be false (0). However, merely
satisfying the constraint y1 ⇒ y2 is not sufficient to
certify learning. For example, the system might false-
ly report the constant output, y1 ≡ 1, y2 ≡ 1 on every
image. Such a solution would satisfy the constraint,
but say nothing about the presence of characters in
the image.

To avoid such trivial solutions, we add three loss
terms. The first loss forces rotational independence
of the output by applying a random horizontal and
vertical reflection, ρ, to images and requiring the net-
work output to be the same. This encourages the net-
work to focus on the existence of objects, rather than
location. The second and third loss allow us to avoid
trivial solutions by encouraging high standard devi-
ation and high entropy outputs across a input batch
of 16 images, respectively.

Even with these constraints, the loss remains
invariant to logical permutations (for example, given
a correct solution (y1

*, y2
*), the incorrect solution (y1΄,

y2΄) would satisfy y1΄ ⇒ y2΄, and have the same
entropy). 

(4)

We address this issue by forcing each Boolean out-
put to derive its value from a single region of the
image (each character can be identified from a small
region in the image.) The Peach network, f1, runs a
series of convolution and pooling layers to reduce
the original input image to a 7 ⨉ 7 ⨉ 64 grid. We find
the 64-dimensional spatial vector with the greatest
mean and use the information contained in it to pre-
dict the first binary variable. Examples of channel
means for the Mario and Peach networks can be seen
in figure 5. The Mario network, f2, performs the same
process. But if the Peach network claims to have
found an object, f2 is prevented from picking any
vector within two spaces of the location used by the
first vector.

Evaluation
On a test set of 128 images, the network learns to
map each image to a correct description of whether
the image contains Peach and Mario. This experi-
ment demonstrates that networks can learn from
constraints that operate over discrete sets with poten-
tially complex logical rules. Removing additional
constraints will cause learning to fail. Thus, the
experiment also shows that sophisticated sufficiency
conditions can be key to success when learning from
constraints.

Pendulum Tracking
For this task, we downloaded a video of a pendulum
from YouTube,1 and we ask whether it is possible to
extract the angle of the pendulum over time. Given

�y1 = y1
*

�y2 = (y1
* � y2

* )�(¬y1
* �¬y2

* )
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an input image, we try to train a regression neural
network to output the angle of the pendulum in the
input image. This is also the first setting where we
learn constraints implicitly.

Constraints
Since the outputs of the regressor over continuous
frames should form a sine wave, we can provide a
simulator that generates reasonable samples of tra-
jectories. We define the structured prediction prob-
lem by concatenating the network outputs of con-
tiguous images and form a high-dimensional
trajectory. Unlike previous experiments, no explicit
formulas are given throughout the experiment, and
the (implicit) constraints are learned by the discrim-
inator, using samples provided by the simulator.

Evaluation
After 5000 updates, the regressor converges to rela-

tively stable predictions for each frame. We then
manually label the angle of the ball of the pendulum
in each frame in the test set, and measure the corre-
lation of the predicted position with the ground
truth label in pixels. We achieve a correlation of 96.3
percent. Example predictions on the test data are
shown in figure 6. In this experiment, while the for-
mula-driven approach is arguably more appropriate
for this problem, we demonstrate that our model is
nonetheless capable of solving the task by learning
the constraints implicitly through experience with
samples from a black-box simulator.

Tracking Two Pendulums Simultaneously
To test the capability of our model to deal with more
complex dynamics, we present synthetic images that
contain two pendulums, and aim to track both of
them. The two pendulums are independent, as
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Figure 5. Example Images.

Whenever Peach (blond) shows up, Mario (red) comes around, but not vice versa. Yoshi (green) and Bowser (orange) appear randomly. The
system trains with this high-level knowledge and learns to answer whether each image contains Peach or Mario. The first column contains
example images. The second and third columns show the attended locations for the Peach and Mario networks, respectively.
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shown in figure 7. The regressor takes in an image
and outputs two numbers, representing the angle of
both pendulums. Similar to the pendulum-tracking
experiments, the trajectories are constructed by the
outputs of the regressor across 10 continuous images.
We also provide a simulator of the joint dynamics of
both pendulums. The model is thus trained adver-
sarially when the discriminator tries to distinguish
the outputs of the regressor and the simulated trajec-
tories.

Our trained model achieves an average correlation
of 99.2 percent between the predicted angles and the
ground truth angles for detecting both pendulums.
Note that the regressor will not converge to tracking
only one pendulum with both outputs. Although
such a situation may occur early in training, the dis-

criminator quickly learns to distinguish the correlat-
ed joint trajectories (if the regressor outputs two same
numbers) from the independent joint trajectories
(where the two numbers are independent), and the
adversarial loss forces the regressor to track both pen-
dulums.

Overall, the real-world pendulum experiment
shows that using adversarial constraint learning it is
possible to train a neural network to extract object
information from real images using only a simulator
of physics that the object obeys.

Pose Estimation
In this experiment, we benchmark the proposed
model on pose estimation, which has a larger output
space. We aim to learn a regression network, map-
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Figure 6. Example Predictions on the Test Data.

Top: frames from video used in the pendulum experiment. Bottom: the network is trained to predict angles that cannot be distinguished
from the simulated dynamics, encouraging it to track the metal ball over time.
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ping images to k ⨉ 2 real numbers, where k denotes
the number of joints we detect, each having two
coordinates. As before, we train the network based on
a sequence of images, output a sequence of joint
locations, and form a trajectory, which should be
indistinguishable from the sample data.

The experiment is performed on a CMU multi-
modal action database (MAD) (Huang et al. 2014).
MAD contains 40 videos of 20 subjects (2 for each
subject) performing a sequence of 35 actions in each
video. We edit the 40 videos, extract the frames when
the subjects perform the Jump and Side-Kick action,
and train a network to detect the location of left /
right hip / knee / foot based on the edited frames. The
processed data set contains 620 valid frames (40
groups).

Constraints
In this scenario, consecutive outputs of the regressor
should form a series of point sets; each point set
should make up a skeleton that looks like a human;
and the skeleton series should also perform the Jump
and Side Kick action. Such constraints are difficult to
express using mathematical formulas, and therefore
we attempt to discover them through adversarial
constraint learning. In this experiment, the simula-
tor’s outputs (real inputs for the discriminator) are
actual labels {y1, …, yn}, but we assume we have no
knowledge of the corresponding input vectors.

Evaluation
We use PCK@0.1 (Yang and Ramanan 2013) for eval-
uation. The prediction is considered correct if and
only if it lies within α max (h, w) pixels from the cor-
rect location, where h and w denote the height and
width of the tightest bounding box that covers the
whole body, and we use α = 0.1, which is a fairly strict
criterion.

As in the pendulum experiment, the regressor is
applied to each frame independently, and no knowl-
edge of the neighboring frames is used in this
process. We concatenate the regressor’s outputs for
each group and pass them to the discriminator. The
discriminator is LSTM based and tries to tell the pre-
dicted locations and sample joint locations apart.

The results are shown in table 1. When only
trained adversarially (0%+adv), the network is able to
find the correct shape of the joints for each frame,
but the predictions are biased. Since the subjects are
not strictly acting in the center of the image, a minor
shift (Δx, Δy) for all predicted joint locations still
meets the requirements imposed by the discrimina-
tor, which encodes the structure of the output space.
Mere adversarial training (without any labeled exam-
ples) is not sufficient for this task. To mitigate this
problem, we provide a small amount of labeled train-
ing data and consider the semisupervised objective.
The label loss helps adjust the regressor to output the
precise locations for all joints. Given just 25 percent
of the available labeled data, the regressor converges
to detecting the joints with high accuracy, as shown
in table 1. 50%+adv achieves same performance as
100 percent (fully supervised on all the available
data) on the detection of feet, which have large
movements.

Semisupervised Learning with Constraints
We further prove the value of adversarial training by
evaluating the following three baselines. First, we test
the result of a random simulator sample, using a ran-
domly picked label from the simulator for each test
data as its prediction. We also run ablation experi-
ments t%, where only t% of the labeled data is used
for supervised learning. In this case, some data points
are neither trained nor tested. t%+adv generally
shows much better results compared to t%. Lastly, we
test t%+rand, where we randomly assign labels from
the simulator to unlabeled data points, and then use
supervised learning. Although this random label
assignment is very likely to be incorrect, it could still
provide some signal given that the output space is
structured. However, the results demonstrate that if
the remaining data is used in this random manner,
the detection accuracy hardly increases, and the
accuracy of detecting feet decreases sharply. This
emphasizes the importance of our adversarial train-
ing loss.

Our pose estimation experiment demonstrates
that our model can handle large output spaces.
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Figure 7. Two Pendulums. 

We simulated two independent pendulums and aim to train a regression network to track both at the same time.



Handcrafting formula-based constraints in such
high-dimensional spaces is tedious and error prone.
Our model instead extracts constraints implicitly
from the output samples.

Conclusion
In this article, we introduced a new approach to
supervising machine learning algorithms using con-
straints. These constraints can be explicitly specified
as formulas, or they can be encoded implicitly in a
set of representative output samples and extracted
via the intermediary of a discriminator neural net-
work. These constraints can be used in conjunction
with labels, which gives rise to a new technique for
semisupervised learning. Experimental results in sev-
eral tasks reflecting real-world applications demon-
strate the effectiveness of learning with constraints.
Our approach, therefore, has the potential to signifi-
cantly reduce the burden of labeling large data sets
with hundreds of millions of examples.

Note
1. www.youtube.com/watch?v=02w9lSii_Hs
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