
Today’s AI systems can be remarkably effective. They can
solve planning and scheduling problems that are
beyond what unaided people can accomplish, sift

through mountains of data (both structured and unstruc-
tured) to help us find answers, and robustly translate speech
and handwriting into text. But these systems are carefully
crafted for specific purposes, created and maintained by
highly trained personnel who are experts in artificial intelli-
gence and machine learning. There has been much less
progress on building general-purpose AI systems, which
could be trained and tasked to handle multiple jobs. Indeed,
in my experience, today’s general-purpose AI systems tend to
skate a very narrow line between catatonia and attention
deficit disorder. 

People and other mammals, by contrast, are not like that.
Consider dogs. A dog can be taught to do tasks like shaking
hands, herding sheep, guarding a perimeter, and helping a
blind person maneuver through the world. Instructing dogs
can be done by people who don’t have privileged access to
the internals of their minds. Dogs don’t blue screen. What if
AI systems were as robust, trainable, and taskable as dogs?
That would be a revolution in artificial intelligence.

In my group’s research on the companion cognitive archi-
tecture (Forbus et al. 2009), we are working toward such a
revolution. Our approach is to try to build software social
organisms. By that we mean four things:

First, companions should be able to work with people
using natural interaction modalities. Our focus so far has
been on natural language (for example,  learning by reading
[Forbus et al. 2007; Barbella and Forbus 2011]) and sketch
understanding (Forbus et al. 2011).

Second, companions should be able to learn and adapt
over extended periods of time. This includes formulating
their own learning goals and pursuing them, in order to
improve themselves.

Third, companions should be able to maintain them-
selves. This does not mean a 24-hour, 7-day-a-week operation
— even people need to sleep, to consolidate learning. But

Articles

SPRING 2016   85Copyright © 2016, Association for the Advancement of Artificial Intelligence. All rights reserved. ISSN 0738-4602

Software Social Organisms: 
Implications for Measuring 

AI Progress

Kenneth D. Forbus

� In this article I argue that achieving
human-level AI is equivalent to learn-
ing how to create sufficiently smart soft-
ware social organisms. This implies
that no single test will be sufficient to
measure progress. Instead, evaluations
should be organized around showing
increasing abilities to participate in our
culture, as apprentices. This provides
multiple dimensions within which
progress can be measured, including
how well different interaction modali-
ties can be used, what range of domains
can be tackled, what human-normed
levels of knowledge they are able to
acquire, as well as others. I begin by
motivating the idea of software social
organisms, drawing on ideas from oth-
er areas of cognitive science, and provide
an analysis of the substrate capabilities
that are needed in social organisms in
terms closer to what is needed for com-
putational modeling. Finally, the impli-
cations for evaluation are discussed.



they should not need AI experts peering into their
internal operations just to keep them going.

Fourth, people should be able to relate to com-
panions as collaborators, rather than tools. This
requires companions to learn about the people that
they are working with, and build relationships with
them that are effective over the long term. 

Just to be clear, our group is a long way from
achieving these goals. And this way of looking at the
problems is far from standard in AI today. Consider for
example IBM’s Watson. While extremely adept at fac-
toid question and answering, Watson would not be
considered an organism by these criteria. It showed a
groundbreaking ability to do broad natural language
processing, albeit staying at a fairly shallow, syntactic
level much of the time. But it did not formulate its
own learning goals nor maintain itself. It required a
team of AI experts inspecting its internals constantly
through development, adding and removing by hand
component algorithms and input texts (Baker 2011).
Another example are cognitive architectures that start-
ed as models of skill learning, like ACT-R (Anderson
and Lebiere 1998) or SOAR (Laird 2012). Such archi-
tectures have done an impressive job at modeling a
variety of psychological phenomena, and have also
been used successfully in multiple performance-ori-
ented systems. However, using them typically involves
generating by hand a model of a specific cognitive
phenomenon, such as learning to solve algebraic
equations. The model is typically expressed in the rule
language of the architecture, although for some exper-
iments simplified English is used to provide declara-
tive knowledge that the system itself proceduralizes.
The model is run multiple times to satisfy the condi-
tions of the experiment, and then is turned off. More
ambitious uses (for example,  as pilots in simulated
training exercises [Laird et al. 1998], or as
coaches/docents [Swartout et al. 2013]) work in nar-
row domains, for short periods of time, and with most
of the models being generated by hand. Creating sys-
tems that live and learn over extended periods of time
on their own is beyond the state of the art today.

Recently, more people are starting to work on
aspects of this. Research on interactive task learning
(Hinrichs and Forbus 2014, Kirk and Laird 2014) is
directly concerned with the first two criteria above,
and to some degree the third. Interactive task learn-
ing is a sweet spot in this research path. But I think
the importance of the shift from treating software as
tools versus collaborators should not be underesti-
mated, both for scientific and for practical reasons.
The scientific reasons are explained below. As a prac-
tical matter, the problems humanity faces are grow-
ing more complex, while human cognitive capacities
remain constant. Working together fluently in teams
with systems that are enough like us to be trusted,
and have complementary strengths and weaknesses,
could help us solve problems that are beyond our
reach today.

The companion cognitive architecture incorpo-
rates two other scientific hypotheses. The first is that
analogical reasoning and learning, over structured,
relational representations, is ubiquitous in human
cognition (Gentner 2003). There is evidence that the
comparison process defined by Gentner’s structure-
mapping theory (Gentner 1983) operates across a
span of phenomena that includes high-level vision
and auditory processing, inductive reasoning, prob-
lem solving, and conceptual change. The second
hypothesis is that qualitative representations are cen-
tral in human cognition. They provide a level of
description that is appropriate for commonsense rea-
soning, grounding for professional knowledge of
continuous systems (for example,  scientists, engi-
neers, analysts), and a bridge between perception and
cognition (Forbus 2011). These two hypotheses are
synergistic, for example,  qualitative representations
provide excellent grist for analogical learning and
reasoning. 

These two specific hypotheses might be correct or
might be wrong. But independent of them, I think
the concept of software social organisms is crucial, a
way of reframing what we mean by human-level AI,
and does so in a way that suggests better measure-
ments than we have been using. So let us unpack this
idea further.

Why Software Social Organisms?
I claim that human-level AI is equivalent to suffi-
ciently smart software social organisms. I start by
motivating the construction of organisms, then
argue that they need to be social organisms. A speci-
fication for the substrate capabilities that are needed
to be a social organism is proposed, based on evi-
dence from the cognitive science literature. 

Why Build Organisms?
There are two main reasons for thinking about build-
ing AI systems in terms of constructing software
organisms. The first is autonomy. We have our own
goals to pursue, in addition to those provided by oth-
ers. We take those external goals as suggestions,
rather than as commands that we run as programs in
our heads. This is a crucial difference between people
and today’s AI systems. Most AI systems today can’t
be said to have an inner life, a mix of internally and
externally generated plans and goals, whose pursuit
depends on its estimation of what it should be doing.
The ability to punt on an activity that is fruitless, and
to come up with better things to do, is surely part of
the robustness that mammals exhibit. There has been
some promising work on metacognition that is start-
ing to address these issues (Cox and Raja 2011), but
the gap between human abilities and AI systems
remains wide.1

Another aspect of autonomy is the separation of
internal versus external representations. We do not
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have direct access to the internal representations of
children or our collaborators. (Cognitive science
would be radically simpler if we did.) Instead, we
communicate through a range of modalities, includ-
ing natural language, sketching, gesture, and physi-
cal demonstrations. These work because the recipient
is assumed to have enough smarts to figure them out.
The imperfections of such communications are well
known, that is,  the joint construction of context in
natural language dialogue involves a high fraction of
exchanges that are diagnosing and repairing mis-
communications. To be sure, there are strong rela-
tionships between internal and external representa-
tions: Vygotsky (1962), for example, argues that
much of thought is inner speech, which is learned
from external speech. But managing that relation-
ship for itself is one of the jobs of an intelligent
organism.

The second reason for building organisms is adap-
tation. Organisms adapt. We learn incrementally and
incidentally in everyday life constantly. We learn
about the world, including learning on the job. We
learn things about the people around us, both people
we work and play with and people who are part of
our culture that we have never interacted with and
likely never will (for example,  political figures,
celebrities). We learn about ourselves as well: what we
like and dislike, how to optimize our daily routines,
what we are good at, bad at, and where we’d like to
improve. We build up this knowledge over days,
weeks, months, and years. We are remarkably good
at this, adapting stably — very few people go off the
rails into insanity. I know of no system that learns in
a broad range of domains over even days without
human supervision by people who understand its
internals. That is radically different from people, who
get by with feedback from the world and from other
people who have no privileged access to their inter-
nals.

Having autonomy and adaptability covers the sec-
ond and third desiderata, and can be thought of as an
elaboration of what is involved in achieving them.
Communication through natural modalities is
implied by both, thereby covering the first at least
partly. But to complete the argument for the first,
and to handle the fourth (collaborators), we need to
consider why we want social organisms.

Why Social Organisms?
People are social animals. It has been proposed (for
example,  Tomasello [2001]) that, in evolutionary
terms, being social provides a strong selection bias
toward intelligence. Social animals have to track the
relationships between themselves and others of their
species. Being social requires figuring out who are
your friends and allies, versus your competitors and
enemies. Relationships need to be tracked over time,
which involves observing how others are interacting
to build and maintain models of their relationships.

Sociality gives rise to friendship and helping, as well
as to deceit and competition. These cognitive chal-
lenges seem to be strong drivers toward intelligence,
as most social creatures tend to be more intelligent
than those that are not, with dolphins, crows, and
dogs being well-known examples. 

A second reason for focusing on social organisms
is that much of what people learn is from interac-
tions with other people and their culture (Vygotsky
1962). To be sure, we learn much about the basic
properties of materials and objects through physical
manipulation and other experiences in the world.
But we can all think about things that we have nev-
er experienced. None reading this lived through the
American Revolutionary War, for example, nor did
they watch the Galápagos Islands form with their
own eyes. Yet we all can have reasonably good mod-
els of these things. Moreover, even our knowledge of
the physical world has substantial contributions
from our culture: how we carve the mechanisms
underlying events into processes is enshrined in nat-
ural language, as well as aspects of how we carve visu-
al scenes up into linguistic descriptions (for example,
Coventry and Garrod [2004]). 

A number of AI researchers have proposed that
stories are central to human intelligence (Schank
1996, Winston 2012). The attraction and power of
stories is that they can leverage the same cognitive
capacities that we use to understand others, and pro-
vide models that can be used to handle novel situa-
tions. Moral instruction, for example, often relies on
stories. Other AI researchers have directly tackled
how to build systems that can cooperate and collab-
orate with people (Allen et al. 2007; Grosz, Huns-
berger, and Kraus 1999). These lines of research pro-
vide important ingredients for building social
organisms, but much work remains to be done.

Hence my claim that human-level AI systems will
simply be sufficiently smart software social organ-
isms. By sufficiently smart, I mean capable of learn-
ing to perform a broad range of tasks that people per-
form, with similar amounts of input data and
instruction, arriving at the same or better levels of
performance. Does it have to be social? If not, it
could not discuss its plans, goals, or intentions, and
could not learn from people using natural interaction
modalities. Does it have to be an organism? If not, it
will not be capable of maintaining itself, which is
something that people plainly do. 

Substrate Capabilities for Social Organisms
This equivalence makes understanding what is need-
ed to create social organisms more urgent. To that
end, here is a list of substrate capacities that I believe
will be needed to create human-level social organ-
isms. These are all graded dimensions, which means
that incremental progress measures can be formulat-
ed and used as dimensions for evaluation. 

(1) Autonomy. They will have their own needs, drives,



apprentice graduates to autonomous
operation within a community, per-
forming well on its own, but also inter-
acting with others at the same level.
Apprentices do not have to be perfect:
They can ask for help, and help others
in turn. And in time, they start train-
ing their own apprentices.

Apprenticeship can be used in a
wide variety of settings. For example,
we are using this approach in working
with companions in a strategy game,
where the game world provides a rich
simulation and source of problems and
decisions to make (Hinrichs and For-
bus 2015). Robotics-oriented re -
searchers might use assembly tasks or
flying survey or rescue drones in envi-
ronments of ever-increasing complexi-
ty. 

An example of a challenge area for
evaluating AIs is science learning and
teaching. The scientific method and its
products are one of the highest
achievements of human culture. Ulti-
mately, one job of AIs should be help-
ing people learn science, in any
domain and at any level. The Science
Test working group2 has proposed the
following trajectory, as a way of incre-
mentally measuring progress. First,
evaluate the ability of AI systems to
answer questions about science, using
standardized human-normed tests,
such as the New York Regent’s Science
Tests, which are available for multiple
years and multiple levels. Second, eval-
uate the ability of AI systems to learn
new scientific concepts, by reading,
watching videos, and interacting with
people. Third, evaluate the ability of AI
systems to communicate what they
know about science across multiple
domains and at multiple levels. We
conjecture that this provides a scalable
trajectory for evaluating AI systems,
with the potential for incremental and
increasing benefits for society as
progress is made.

This challenge illustrates how useful
the apprenticeship approach can be for
evaluation. The first phases are aimed
at evaluating systems as students,
ensuring that they know enough to
contribute. The middle phase focuses
on being able to contribute, albeit in a
limited way. The final phase is focused
on AIs becoming practitioners. Notice
that in each phase there are multiple

and capabilities for acting and learn-
ing. What should those needs and
drives be? That will vary, based on the
niche that an organism is operating
in. But if we are wise, we will include
in their makeup the desire to be good
moral actors, as determined by the
culture they are part of, and that they
will view having good relationships
with humans as being important to
their own happiness. 

(2) Operates in environments that
support shared focus. That is, each
participant has some information
about what others can sense, and par-
ticipants can make their focus of
attention known to each other easily.
People have many ways of drawing
attention to people, places, or things,
such as talking, pointing, gesturing,
erecting signs, and winking. But even
with disembodied software, there are
opportunities for shared focus, for
example, selection mechanisms com-
monly used in GUIs, as well as speech
and text. Progress in creating virtual
humans (for example,  Bohus and
Horvitz [2011] and Swartout et al.
[2013]) is increasing the interactive
bandwidth, as is progress in human-
robotics interaction (for example,
Scheutz et al. [2013]).

(3) Natural language understanding
and generation capabilities sufficient
to express goals, plans, beliefs, desires,
and hypotheticals. Without this capa-
bility, building a shared understand-
ing of a situation and formulating
joint plans becomes much more diffi-
cult.

(4) Ability to build models of the
intentions of others. This implies
learning the types of goals they can
have, and how available actions feed
into those goals. It also requires mod-
els of needs and drives as the well-
springs of particular goals. This is the
basis for modeling social relation-
ships.

(5) Strong interest in interacting with
other social organisms (for example,
people), especially including helping
and teaching. Teaching well requires
building up models of what others
know and tracking their progress.
There is ample evidence that other
animals learn by observation and imi-
tation. The closest thing to teaching
in other animals found so far is that,
in some species, parents bring increas-
ingly more challenging prey to their
young as they grow. By contrast,
human children will happily help
adults, given the opportunity (for

example, Liszkowski, Carpenter, and
Tomasello [2008]). 

This list provides a road map for
developing social organisms of varying
degrees of complexity. Simpler envi-
ronmental niches require less in terms
of reference to shared focus, and
diminished scope for beliefs, plans,
and goals, thereby providing more
tractable test beds for research. I view
Allen’s Trips system (Ferguson and
Allen 1998), along with virtual
humans research (Bohus and Horvitz
2011, Swartout et al. 2013), as exam-
ples of such test beds. As AI capabilities
increase, so can the niches, until ulti-
mately the worlds they operate in are
coextensive with our own. 

Implications for Measuring
Progress

This model for human-level AI has sev-
eral implications for measuring
progress. First, it should be clear that
no single test will work. No single test
can measure adaptability and breadth.
Single tests can be gamed, by systems
that share few of the human character-
istics above. Believability, which is
what the Turing test is about, is partic-
ularly problematic since people tend to
treat things as social beings (Reeves
and Nass 2003). 

What should we do instead? I
believe that the best approach is to
evaluate AI systems by their ability to
participate in our culture. This means
having AI systems that are doing some
form of work, with roles and responsi-
bilities, interacting with people appro-
priately. While doing this, it needs to
adapt and learn, about its work, about
others, and about itself. And it needs to
do so without AI experts constantly
fiddling with its internals. 

I believe the idea of apprenticeship
is an extremely productive approach
for framing such systems. Apprentice-
ship provides a natural trajectory for
bringing people into a role. They start
as a student, with lots of book learning
and interaction. There are explicit les-
sons and tests to gauge learning. But
there is also performance, at first with
simple subtasks. As an apprentice
learns, their range of responsibilities is
expanded to include joint work, where
roles are negotiated. Finally, the
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dimensions of scalability: number of
domains, level of knowledge (for
example,  grade level), and modalities
needed to communicate. (We return to
the question of scalable evaluation
dimensions more generally below.)
Progress across these dimensions need
not be uniform: some groups might
focus entirely on maximizing domain
coverage, while others might choose to
stick with a single domain but start to
focus early on tutoring within that
domain. This provides a rich tapestry
of graded challenges. Moreover, incre-
mental progress will lead to systems
that could improve education. 

Scalable Evaluation Dimensions
A productive framework should pro-
vide a natural set of dimensions along
which progress can be made and meas-
ured. Here are some suggestions
implied by the software social organ-
ism approach.

Natural Interaction Modalities
Text, speech, sketching, vision, and
mobility are all capabilities that can be
evaluated. Text can be easier than
speech, and sketching can be viewed as
a simplified form of vision.

Initial Knowledge Endowment
How much of what a system knows is
learned by the system itself, versus
what it has to begin with? What the
absolute minimum initial endowment
might be is certainly a fascinating sci-
entific question, but it is probably best
answered by starting out with substan-
tially more knowledge and learning
how human-level capabilities can be
reached. Understanding those path-
ways should better enable us to under-
stand what minimal subsets can work.
It is very seductive to start from
scratch, and perhaps easier, if it could
be made to work. But the past 50 years
of research suggests that this is much
harder than it seems: Look at the vari-
ous “robot baby” projects that have
tried that. Arguably, given that IBM’s
Watson used more than 900 million
syntactic frames as part of its knowl-
edge base, the 5 million facts encoded
in ResearchCyc might well be consid-
ered a small starting endowment.

Level of Domain Knowledge and Skill
Prior work on learning apprentices (for
example, Mitchell et al. [1994]) focused
on systems that helped people perform
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better in particular domains. They start-
ed with much of the domain knowl-
edge that they would need, and learned
more about how to operate in that
domain. In qualitative reasoning, many
systems have been built that incorpo-
rate expert-level models for particular
domains (Forbus 2011). Breadth is now
the challenge. Consider what fourth
graders know about science (Clark
2015), and the kinds of social interac-
tions they can have with people. AI sys-
tems are still far from that level of
accomplishment, nor can they grow
into expertise by building on their
everyday knowledge, as people seem to
do (Forbus and Gentner 1997). 

Range of Tasks the System Is Responsi-
ble For
Most AI systems have focused on sin-
gle tasks. Being able to accomplish
multiple tasks with the same system
has been one of the goals of research
on cognitive architecture, and with
interactive task learning, the focus is
shifting to being able to instruct sys-
tems in new tasks, an important step
toward building systems capable
enough to be apprentices. 

Learning Abilities
Software social organisms need to
learn about their jobs, the organisms
(people and machines) that they work
with, and about themselves. While
some problems may well require mas-
sive amounts of data and deep learning
(for example,  speech recognition
[Graves, Mohamed, and Hinton
2013]), people are capable of learning
many things with far fewer examples.
Office assistants who required, for
example, 10,000 examples of how to
fill out a form before being able to do
it themselves would not last long in
any reasonable organization. There are
many circumstances where children
learn rapidly (for example, fast map-
ping in human word learning [Carey
2010]), and understanding when this
can be done, and how to do it, is an
important question.

Summary
I have argued that the goal of human-
level AI can be equivalently expressed
as creating sufficiently smart software
social organisms. This equivalence is
useful because the latter formulation

makes strong suggestions about how
such systems should be evaluated. No
single test is enough, something which
has become very apparent from the
limitations of Turing’s test, which
brought about the workshop that
motivated the talk that this article was
based on. More positively, it provides a
framework for organizing a battery of
tests, namely the apprenticeship tra-
jectory. An apprentice is initially a stu-
dent, learning from instructors
through carefully designed exercises.
Apprentices start working as assistants
to a mentor, with increasing responsi-
bility as they learn. Eventually they
start working autonomously, commu-
nicating with others at their same lev-
el, and even taking on their own
apprentices. If we can learn how to
build AI systems with these capabili-
ties, it would be revolutionary. I hope
the substrate capabilities for social
organisms proposed here will encour-
age others to undertake this kind of
research.

The fantasy of the Turing test, and
many of its proposed replacements, is
that a single simple test can be found
for measuring progress toward human-
level AI. Part of the attraction of this
view is that the alternative is both dif-
ficult and expensive. Many tests,
involving multiple capabilities and
interactions over time with people, all
require substantial investments in
research, engineering, and evaluation.
But given that we are tackling one of
the deepest questions ever asked by
humanity, that is, what is mind, this
should not be too surprising. And I
believe it will be an extraordinarily
productive investment.
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