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The changes brought about by the ubiquity of smart-
phones and social media are just a small foretaste of
changes to come. Soon people will be carrying devices

and working in environments that understand not only our
personal declarative and demographic facts (information
stored in datebooks, calendars, and social media) but also
have a deep understanding of the context and intent of our
day-to-day activities. The last 10 years have seen the devel-
opment of novel architectures and technologies for domain-
focused, task-specific systems that know many things, such
as who (identities, profile, history) they are with (social con-
text) and in what role (responsibility, security, privacy); when
and where (event, time, place); why (goals, shared or person-
al); how are they doing it (methods, applications); and using
what resources (device, services, access, and ownership).

Smart spaces and devices will increasingly use such con-
textual knowledge to help users move seamlessly between
devices and applications, without having to explicitly carry,
transfer, and exchange activity context. Such systems will
qualitatively shift our lives both at work and play and sig-
nificantly change our interactions both with our physical
and virtual worlds.

This dream of seamlessly interacting with our virtual envi-
ronment has a long history as can be seen in Apple Inc.’s
Knowledge Navigator 1987 concept video. However, the
combination of dramatic progress in low-power mobile com-
puting devices and sensors, with advances in artificial intel-
ligence and human-computer interaction (HCI) in the last
decade, have provided the kind of platforms and algorithms
that are enabling context-aware virtual personal assistants
that plan activities and recognize intent. This has lead to an
increase in work designed to bring these ideas into real world
application and address the final technical hurdles that will
make such systems a reality.

Example research projects in this area include Patie Maes’s
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Such recognition of the plans and goals of anoth-
er agent is one of the fundamental abilities we asso-
ciate with intelligence. Performing this task involves
making inferences about intelligent entities based on
prior knowledge about the world and observations of
the agent’s behavior, the agent’s interaction with the
environment and other agents. Correctly performing
this task allows people to identify what another per-
son is doing, why the person is doing it, and predict
his or her next actions. Inferring other humans’
intentions is required for almost all interpersonal
interactions. Thus as machines become ever more
capable, and we want them to interact with us in ever
more complex situations, the ability of machines to
recognize, understand, and predict our actions has
become critical.

This research is often broken down into three sub-
areas. Activity recognition refers to the problem of seg-
menting and classifying low-level data gathered by
cameras or wireless sensors into a description of a sin-
gle activity (such as walking). Plan recognition refers
to the mapping of sequences of atomic actions to
high-level plans stored in a plan library. Intention
recognition is the problem of identifying the high-lev-
el goals of action; for example, predicting that a soft-
ware user is looking for a file or that a soccer player
will kick left rather than right. Commonly used tech-
niques discussed at the workshops for plan and activ-
ity recognition include theoretical frameworks of
abduction, grammatical methods, probabilistic
graphical models, partially observable Markov deci-
sion processes, adapting single-agent frameworks to
multiagent cases, and cognitive models of social rea-
soning.

The second workshop series in this area is the
Activity Context-Aware Systems Workshop series
(2011, 2012, and twice in 2013). This workshop has
focused on other enabling technologies for such sys-
tems including system architectures, standardization
efforts for representations of context, identification
of compelling use cases, domain-specific reasoning
algorithms, and proposals for languages, data struc-
tures, and algorithms for representing and reasoning
about activity context. The workshop also focused on
issues like semantic computing, task modeling, con-
text representation, creating fresh methods for cap-
ture, transfer, and recall of activity context across
multiple platforms, supporting both individuals and
groups. The workshop addressed questions about
possible barriers to the adoption of such technologies
like privacy, scalability, and the proprietary nature of
some platforms.

The Activity Context-Aware Systems workshop
organizers were also very interested in creating results
that were usable by both industry and academia,
believing that such collaboration was the only way to
create standards for application and device context
transfer through peer-to-peer technologies and serv-
ices in the cloud. They have also encouraged signifi-
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work on SixthSense interfaces (Maes 2009; Heun,
Hobin, and Maes 2013) and Henry Kautz’s work on
intelligent assisted cognition systems (Kautz et al.
2002; Kautz et al. 2003; Patterson et al. 2004a; Pat-
terson et al. 2004b; Patterson et al. 2007). The work
of Doug Lenat and others (Panton et al. 2006; Lenat
et al. 2010) on the Cyc project for codifying com-
monsense knowledge has proved to be an asset for
such work as well, as an understanding of common-
sense knowledge is valuable for these systems.

The promise of such interfaces and environments
has also been appreciated by industry and govern-
ment, and has led to much larger research projects.
For example, DARPA’s Personal Assistant that Learns
(PAL) project that developed the Cognitive Assistant
that Learns and Organizes (CALO) (Myers et al. 2007;
Bui et al. 2008; Tur et al. 2008; Yorke-Smith et al.
2009; Yorke-Smith et al. 2012). It is worth noting that
parts of CALO were spun off as Siri1 and popularized
by Apple Inc. as one of the most impressive current-
ly deployed personal assistive systems.

SRI’s RADAR project is another example (Faulring
et al. 2008; Yoo et al. 2008; Freed et al. 2011), as is
Vulcan Inc.’s HALO project (Friedland et al. 2004),
which was part of Vulcan’s Digital Aristotle project.
Even the widely noted recent success of IBM’s ques-
tion-answering system Watson (Ferrucci et al. 2010,
Ferrucci 2012) at Jeopardy displays the kind of abili-
ty to answer day-to-day questions and some of the
basic commonsense reasoning that is an enabling
technology for a general-purpose intelligent assistant
system.

Along with these research projects we have also
seen more work on technologies critical to develop-
ing these systems reported in a diverse group of
mainstream research conferences including those of
the Association for the Advancement of Artificial
Intelligence (AAAI), the International Joint Confer-
ence on Artificial Intelligence (IJCAI), the ACM Spe-
cial Interest Group on Computer-Human Interaction
(CHI), the International Conference on Autonomous
Agents and Multiagent Systems (AAMAS), the User
Modeling conference, the Uncertainty in Artificial
Intelligence conference (UAI), the International Con-
ference on Automated Planning and Scheduling
(ICAPS), and others. However, the interdisciplinary
nature of the research required to build these kinds of
systems has meant that such work does not neatly fit
at any single conference. 

As a result two ongoing workshop series have
sprung up focused on some of the issues. The first of
these is the Plan, Activity, and Intent Recognition
workshops (2007–2009, 2011, 2013) that evolved
from the Modeling Others from Observations work-
shops (2004–2006). These workshops were specifical-
ly proposed to bring together researchers working on
the automated recognition of an agent’s activities
and plans and the intentions that motivated those
actions.



cant cooperative research and development of perva-
sive computing applications by working toward a
common language for interchange of activity con-
text, task, and activity model representations and
context representations for assistive cognition
devices, the digital workplace, and the consumer play
space.

Both of these workshop series have focused on
areas of research that are critical if we are to build
smart environments.  Such environments will help
users reason and make better decisions faster and
with greater confidence.  They will do this by under-
standing the tasks users are engaged in and giving the
user understanding of the provenance, quality, and
derivation of recommended information; under-
standing of context specific actions, dialogs, com-
mands, and queries; and  proactive advice based on
steps others have previously taken in similar situa-
tions.

With these special articles in AI Magazine, we bring
together extended versions of selected papers from
the 2013 Plan, Activity, and Intent Recognition work-
shops and the Activity Context-Aware Systems work-
shops to highlight the state of the art in the tech-
nologies that enable these new methods of
interacting with virtual and cyber physical systems.
While there were a great many papers in these work-
shops that are worthy of inclusion here, we have cho-
sen seven that exemplify four general themes that
run throughout the work at both workshops: (1)
Activity Modeling, Representation, Plan Recognition,
and Intent Prediction; (2) Context-Aware Activity
Guidance; (3) Context Exchange, Integration, and
Security; and (4) Context Capture, Storage, Transfer,
Retrieval, Management, and Presentation Systems.

Activity Modeling, 
Representation, Plan 

Recognition, and Intent Prediction
This first theme asks which human activities can be

reliably detected. What representation frameworks
are suitable for modeling activities and context
switching, and enable uniform context recall univer-
sally (across devices, platforms, and technologies)?
What types of, and how much, context information
can be captured and incorporated into activity mod-
els?

Oriel Uzan, Reuth Dekel, Or Seri, and Ya’akov Gal’s
article, Plan Recognition for Exploratory Learning
Environments Using Interleaved Temporal Search,
presents novel algorithms for inferring users’ activi-
ties in a class of flexible and open-ended educational
software called exploratory learning environments
(ELEs) that support interaction styles including
exogenous actions and trial and error, providing a
rich educational environment for students but chal-
lenging teachers to keep track of students’ progress
and to assess their performance. The authors present

techniques for recognizing students’ activities in
such pedagogical software and visualizing these
activities to students. It describes a new plan-recog-
nition algorithm that uses a recursive grammar that
takes into account repetition and interleaving of
activities. This algorithm was evaluated empirically
using two ELEs for teaching chemistry and statistics
used by thousands of students in several countries. It
was able to perform comparably to, or outperform,
the state-of-the-art plan-recognition algorithms for
both of these settings when compared to a gold stan-
dard that was obtained by a domain expert.

Christopher W. Geib and Christopher E. Sweten-
ham’s article, Parallelizing Plan Recognition, exploits
the opportunity provided by modern multicore com-
puting devices to parallelize plan recognition algo-
rithms to decrease run time. Viewing plan recogni-
tion as parsing based on a complete breadth first
search, makes their engine for lexicalized intent
recognition (ELEXIR) (Geib 2009, Geib and Gold-
man 2011) particularly suited for parallelization.
Geib and Swetenham document the extension of
ELEXIR to utilize such modern computing platforms
discussing multiple possible algorithms for distribut-
ing work between parallel threads and the associated
performance wins. They show that the best of these
algorithms provides close to linear speedup (up to a
maximum number of processors), and that features
of the problem domain have an impact on the
achieved speedup.

Context-Aware Activity Guidance
The second theme looks at questions of how to mod-
el and represent activities, objects, resources, actions,
and their semantics in their context during task per-
formance. How do we design activity and context
models to enable the searching of repositories of pre-
vious activities that have behaviorally and semanti-
cally similar components to current activity require-
ments? What does it take to combine numerical (and
subsymbolic) and knowledge-driven (symbolic)
approaches for reasoning, together with abductive
reasoning, to create meaningful real-time guidance
for users?

Knowledge workers perform work on many tasks
per day and often switch between tasks. When per-
forming work on a task, a knowledge worker must
typically search, navigate, and dig through file sys-
tems, documents, and emails, all of which introduce
friction into the flow of work. Mik Kersten and Gail
C. Murphy show in their article, Reducing Friction
for Knowledge Workers with Task Context, how this
friction can be reduced, and productivity improved,
by capturing and modeling the context of a knowl-
edge worker’s task based on how the knowledge
worker interacts with an information space. Cap-
tured task contexts can be used to facilitate switching
between tasks, to focus a user interface on just the
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information needed by a task, and to recommend
potentially other useful information. They report on
the use of task contexts and the effect of context on
productivity for a particular kind of knowledge work-
er, software developers, with qualitative findings of
the use of task contexts by a more general population
of knowledge workers.

Context Exchange, 
Integration, and Security

The third theme looks at how can we integrate and
exploit the growing amount of information available
from devices, services, the environment, and the var-
ious sources of general background knowledge, in
order to support activity context recognition tasks.
What common ontologies or data vocabularies will
be useful? What communication techniques and for-
malisms will be most effective in specific domains?
How can the externalized cognitive state transfer be
properly affected?

For humans and automation to effectively collab-
orate and perform tasks, all participants need access
to a common representation of potentially relevant
situational information, or context. In their article, A
General Context-Aware Framework for Improved
Human System Interactions, Stacy Lovell Pfautz,
Gabriel Ganberg, Adam Fouse, and Nathan Schurr
describe a general framework for building context-
aware interactive intelligent systems that consists of
three major functions: (1) capture human system
interactions and infer implicit context; (2) analyze
and predict user intent and goals; and (3) provide
effective augmentation or mitigation strategies to
improve performance, such as delivering timely, per-
sonalized information and recommendations,
adjusting levels of automation, or adapting visual-
izations. The authors’ goal is to develop an approach
that enables humans to interact with automation
more intuitively and naturally and that is reusable
across domains by modeling context and algorithms
at a higher level of abstraction. They first provide an
operational definition of context and discuss chal-
lenges and opportunities for exploiting context; then
they work toward a general platform that supports
developing context-aware applications in a variety of
domains. Pfautz and her colleagues explore an exam-
ple use case illustrating how this framework can facil-
itate personalized collaboration within an informa-
tion-management and decision support tool.

Laura Zavala, Pradeep K. Murukannaiah,
Nithyananthan Poosamani, Tim Finin, Anupam
Joshi, Injong Rhee, and Munindar P. Singh have been
developing a high-level, semantic notion of location
called place that is described in their article, Platys:
From Position to Place-Oriented Mobile Computing.
In their view, a place, unlike a geospatial position,
derives its meaning from a user’s actions and interac-
tions in addition to the physical location where they

occur. For this purpose they have considered ele-
ments of context that are particularly related to
mobile computing. The authors are enabling the con-
struction of a large variety of applications that take
advantage of place to render relevant content and
functionality and, thus, improve user experience.
The main problems they have addressed in this arti-
cle to realize this place-oriented mobile computing
vision are representing places, recognizing places,
and engineering place-aware applications. A key ele-
ment of their work in Platys is the use of collaborative
information sharing where users’ devices share and
integrate knowledge about places. The place ontol-
ogy described in their article facilitates such collabo-
ration. Declarative privacy policies allow users to
specify contextual features under which they prefer
to share or not share their information.

Computational management of activities that
reflect human intention through activity-based com-
puting (ABC) is described by Jakob E. Bardram, Steven
Jeuris, and Steven Houben in their article, Activity-
Based Computing: Computational Management of
Activities Reflecting Human Intention. ABC applies
to traditional desktop computing, ubiquitous or per-
vasive computing, and even wearable and tangible
computing. It has emerged as a response to the tradi-
tional application- and file-centered computing par-
adigm, which is oblivious to a notion of a user’s activ-
ity context spanning heterogeneous devices, multiple
applications, services, and information sources. In
their article, the authors present ABC as an approach
to contextualize information, which is a common
problem addressed in artificial intelligence as well.

Context Capture, Storage, Transfer,
Retrieval, Management, 

and Presentation Systems
The final theme explores how automated context
capture can be made and to what extent it will
require collaborative metadialogue between people
and devices. What might be ways of determining the
most relevant elements of context for a given task
and for an activity or context switch?

Simon Scerri, Jeremy Debattista, Judie Attard, and
Ismael Rivera discuss the possibilities in their article, A
Semantic Infrastructure for Personalizable Context-
Aware Environments. Although a number of initia-
tives provide personalized context-aware guidance for
niche use cases, a standard framework for context
awareness remains lacking. This article explains how
semantic technology has been exploited to generate a
centralized repository of personal activity context.
This data drives advanced features, such as (a) person-
al situation recognition, and (b) customizable rules for
the context-sensitive management of personal devices
and data sharing. As a proof of concept, the authors
demonstrate how an innovative context-aware system
has successfully adopted such an infrastructure.
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We hope this issue of AI Magazine will help
enhance collaborative efforts and joint research at
the intersection of artificial intelligence and human-
computer interaction to resolve multiple issues in
context-aware computing and plan, activity, and
intent recognition.

Notes
1. See Gruber, T. 2009. Siri, A Virtual Personal Assistant —
Bringing Intelligence to the Interface. tomgruber.org/writ-
ing/Siri-SemTech09.pdf
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