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■ The integration of AI and vision has been a long-
term goal of both disciplines for more than three
decades. This special issue illustrates some recent
work on bridging the gap. 

Forty years ago, the integration of compu-
tational vision and AI was considered in
the thesis of L. G. Roberts (1963). Back

then, the issue was anticipated relatively easily,
and a full integration of the two fields was ex-
pected within a decade. Processing of images is
known to result in noisy segmentation, and in
general, data might not be consistent in space
or time, making AI methods appealing. In early
AI, the handling of noisy, partially inconsistent
data was, at best, a major challenge. Neverthe-
less, there have been major efforts in knowl-
edge-based interpretation and vision, for ex-
ample, in Hanson and Riseman’s (1978)
seminal book and as part of the Defense Ad-
vanced Research Projects Agency’s Image Un-
derstanding Program. One landmark was the
ACRONYM system (Brooks 1983, 1981), which
performed knowledge-based interpretation of
three-dimensional objects. Despite these ef-
forts, the emergence of fully integrated systems
for complex tasks has been relatively limited.
One of the limitations has been access to ade-
quate computer facilities; another has been the
lack of efficient methods for reasoning under
uncertainty. 

Because of the early efforts in integration of
AI and computer vision, the available comput-
er power has increased by more than 5 � 107;
at the same time, there has been tremendous
progress in reasoning under uncertainty (now
an area with its own major conference). In ad-
dition, computer vision has also matured in
terms of modeling, and today, there are well-
developed models for description of features
and assemblies of features, motion, and objects
that use a sound Bayesian framework. Conse-

quently, vision is gradually becoming a meth-
odology that fits well with the corresponding
methods in AI. Thus, there has recently been a
major upsurge in research that integrates mod-
ern methods from AI and vision into systems.
One of these research efforts is a major pro-
gram run by the European Commission called
the Cognitive Vision Program. This program,
begun in 2000, currently involves 10 major re-
search projects and a network for community
integration called ECVISION. In addition, there
is an effort in the United States to examine
cognitive systems. 

Scanning the Issue
In this special issue of AI Magazine, three differ-
ent approaches to cognitive vision are present-
ed. 

In the first article, Ernst Dickmanns presents
the results of a long-term effort to use vision
for the autonomous control of cars. More than
20 years ago, Dickmanns embarked on an ef-
fort to build a vehicle that could drive auton-
omously on the road. The initial system could
drive autonomously on a highway. The sheer
need for computer power implied that the car
had to be a truck; otherwise, it would have
been too small to hold all the computers.
Gradually, the methodology has been refined
and extended into an impressive system for au-
tonomous driving, automatic lane changing,
interpretation of traffic patterns, and so on.
The advances in computer power have at the
same time resulted in a reduction in system
size to a system that today can easily fit into a
small rack in the back of a small car. The article
illustrates how careful modeling of the imag-
ing process, the target vehicle, and the domain
of traffic allows design of highly competent
systems that can be used not only on the high-
way but also in heavy traffic in urban environ-
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subsystems must be integrated into
cognitive systems; so, the National Sci-
ence Foundation, the European Union
Commission of the European Com-
munity, the Korea Science and Engi-
neering Foundation, and the Japanese
Ministry of International Trade and
Industry have recently launched ef-
forts to examine cognitive systems.
These efforts will, without doubt, offer
interesting challenges not only in vi-
sion but at all levels of intelligent sys-
tem construction, that is, in terms of
architectures, language (and language
acquisition), perception, planning,
learning, and integration. 
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have allowed a change in paradigm to-
ward appearance-based methods that
are all biologically plausible (Edelman
1999). The article by Granlund and
Moe addresses the issue of integrating
visual cues with descriptors to allow
efficient indexing that will lead to
recognition. At Linköping, there has
been another long-term effort to pro-
vide robust statistically significant im-
age features that have a sound basis in
signal processing. Over time, the effort
has been refined and extended from
feature processing into recognition
and categorization. The article illus-
trates how these methods integrate in-
to a system to be used for autonomous
systems such as robots or flying vehi-
cles. 

These three articles have different
application domains, but all of them
are based on long-term efforts to ad-
dress the integration of vision and in-
terpretation. It is characteristic that at
the outset, they all take a holistic ap-
proach to the overall problem. At the
same time, they illustrate that today, it
is possible to construct highly compe-
tent systems. However, at the same
time, it is evident that the efforts in-
volve a number of different disci-
plines, and as such, the sheer scope of
the problem calls for relatively large
teams to construct operational sys-
tems. 

Future Directions
The progress reported in the three ar-
ticles in this special AI Magazine sec-
tion is highly encouraging. At the
same time, it is gradually recognized
that vision is part of a larger puzzle. If
we are to construct intelligent artifacts
such as humanoids and service robots,
the vision system must be considered
as a component of a more complex
system. For tasks such as manipula-
tion, we need to integrate vision with
haptics to handle objects. For locomo-
tion through the environment, other
modalities such as inertial sensors pro-
vide important information for the
task. At the same time, execution of
tasks such as “pick up the milk from
the refrigerator” requires task plan-
ning, localization (recognition), ma-
nipulation, servoing, and so on. To ad-
dress these problems, the vision

ments. This study illustrates a holistic
approach to the design of an advanced
AI system for a target domain. 

The second article, by Hans-Hel-
mutt Nagel, is another example of the
long-term effort to construct vision
systems for a known hard problem.
More than 20 years ago, Nagel initiat-
ed work on interpretation of traffic
and dynamics in a scene. In vision, his
Hamburg taxi sequence is still consid-
ered a landmark in motion interpreta-
tion. Gradually, the work on interpre-
tation of motion has grown into
systems that allow for interpretation
of advanced interaction. Today, there
are methods for interpreting human
activities and traffic patterns. Through
a long-term effort, the work at Karl-
sruhe has grown from computer vi-
sion– based motion analysis into an AI
effort that allows interpretation of mo-
tion patterns and dynamic interac-
tion. Today, the effort is at a level
where dynamic scene interaction can
be described in terms of natural lan-
guage, which again illustrates how a
number of different methods in terms
of modeling, signal-symbol processes,
and interpretation come together to
allow for the design of a highly com-
petent system. At the same time, the
work addresses a number of the funda-
mental problems involved in the de-
sign of truly cognitive systems. Al-
though Nagel’s article uses a particular
domain to exemplify the problem of
cognitive systems, at the same time, it
points to many of the basic problems
involved in a systems approach to the
design of intelligent systems. 

The third article, by Gösta Gran-
lund and Anders Moe, addresses an-
other of the fundamental problems in-
volved in the design of cognitive
systems—the issue of object recogni-
tion. Early research in vision relied on
a reconstruction approach to recogni-
tion (Marr 1982) in which features
were assembled into geometric struc-
tures as a basis for identification. One
problem here is the lack of a task that
can be used to make the problem
tractable. In addition, much of the ear-
ly research relied on edges or regions
as a single cue for recognition. No sin-
gle cue is, in general, robust across en-
vironmental variations. At the same
time, advances in statistical methods




