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humans have the passion and consistency to tag and
manage their own unstructured data ... look at your
own hard drive or your organization’s file shares if you
doubt it. This is one of the main reasons why so much
unstructured corporate data is “lost in the cloud.” It
may be there, but you are likely to struggle to find it if
you didn’t write it yourself. More than half of employ-
ees in companies surveyed worldwide express deep
dissatisfaction with the findability of corporate infor-
mation.4 In contrast to Internet content, today it is
rare to see search engine optimization applied to
intranet content.

But now armed with billions of crowdsourced
examples from the web, we have learned that data-
driven, statistical methods are “unreasonably effec-
tive” in several domains. The statistics bring the abil-
ity to deal with noise and to cover problems where
humans either have difficulty explaining how they
do it, or where they don’t do it very well in the first
place.

The bottom line is that machine learning is a way
around the knowledge-acquisition bottleneck in a
surprisingly broad number of domains, but two
caveats are worth considering:

Howie Shrobe made an observation that rings true. “...

when you look closer at successful statistical approach-
es, a lot of the success is in the choice of features to
attend to or other similar ways of conveying human
insight to the technique ...” (private communication).
Indeed, mitigating this problem is a focus of some
research on deep learning algorithms — to learn fea-
ture representations from unlabeled data.5

There is a very long tail on the types of problems
encountered in the world. Developers will not have
millions of examples for all of them. In those cases,
some kind of reasoning is essential; for example, from
basic principles captured via case-based reasoning or
encoded in a rule-based system.

Apps Can Be Built with Components
That Reason from Different Starting Points.

In the early days of expert systems running on
machines with relatively little processing power and
memory, the standard starting point for delivering
domain and task-specific knowledge can be charac-
terized by labels like slow, cognition, search, top-down,
model-driven.

Today, armed with the compute power, data, and
machine-learning algorithms now available to us, we
are much better equipped to build apps that reason

Figure 7. The Dipmeter Advisor System.



from a starting point characterized by labels like fast,
recognition, look-up, bottom-up, data-driven.

For example, Fast versus Slow. The focus of Daniel
Kahneman’s 2011 book is a dichotomy between
these two modes of thought: “fast, instinctive, and
emotional” and “slow, more deliberative, and more
logical” (Kahneman 2011). 

Alternatively, Herb Simon put it this way: “The sit-
uation has provided a cue; this cue has given the
expert access to information stored in memory, and
the information provides the answer. Intuition is
nothing more and nothing less than recognition.”
(Simon 1992). Fast corresponds to recognition. Slow
corresponds to cognition or search. In this regard, com-
pare the recognition approach of the human chess
master to the search approach of Deep Blue (Camp-
bell, Hoane, and Hsu 1999). (Because of this, a typi-
cal grandmaster does six orders of magnitude less
search per move than Deep Blue did.)

Another example, well known to American foot-
ball fans, is that of the Manning brothers, Peyton and
Eli. It has been widely reported that their father
Archie started the boys learning football and quar-
terbacking at the earliest possible age. This maxi-
mized the time they had to store millions of the small
chunks of recognition knowledge, later buttressed by
countless hours spent studying game film.

Rod Brooks championed what he called a new
approach to artificial intelligence and robot design —
which can be called “bottom-up” — as an alternative
to the “top-down” model-driven approach of the pio-
neers (Brooks 1991).

Today, some authors seem to see a conflict between
“data-driven” (new think) systems and “model-dri-
ven” (old think) systems as if the “good” applications
today are all data driven and work well, in contrast
with the “bad” model-driven applications of the old
days that didn’t work well. 

Many AI apps have combined reasoning from
opposite starting points, going way back to the early
days. The Hearsay II speech-understanding system
combined top-down and bottom-up processing
(Erman et al. 1980). Mycin used backward and for-
ward rule chaining (Buchanan and Shortliffe 1984).
And the Dipmeter Advisor was both data driven, con-
verting raw signals to patterns, and model driven,
using rules to classify stratigraphic and tectonic fea-
tures from the patterns (Smith and Baker 1983).
Overall accuracy depended on the contributions of
all the components — data driven and model driven.

We also don’t accept the criticism that the early AI
community was too focused on model-driven
approaches when it should have been focused on
data-driven approaches. We believe the pioneers were
doing the best they could with the machines and
data available to them. They were forced into cogni-
tive approaches in some cases (for example, vision)
because they had to do something to finesse the need
for orders of magnitude more processing power, stor-

age, and sensors than were available to them in the
day.

The good news these days is that all the compo-
nents are substantially more powerful, thanks to the
computing and data revolutions. We are not restrict-
ed to either a “fast” or a “slow” starting point. We
can have both. 

That said, it is important for developers to give due
consideration to the new possibilities offered by the
substantial increases in processor speed and memo-
ry available today — and to not implicitly be stuck in
the “slow” thinking mind set of the early days.
Going forward, there is the possibility of storing mas-
sively larger knowledge bases that are composed of
small chunks of very specific domain and task
knowledge, retrieved by fast recognition processes
(more of what Simon was referring to). 

Thus, a knowledge base for a domain would have
powerful rules (as in the past, thousands of them)
plus these small chunks of very specific experiential
knowledge (millions of them). With modern sensors,
the small chunks may be very easy to capture. Cer-
tainly, there will be things missing that might have
been implied by rules (that is, not everything possi-
ble is actually observed and remembered as a chunk).
But overall, knowledge acquisition will have become
far easier to do and cheaper. These “hybrid” knowl-
edge base architectures will dominate in applica-
tions. This also seems like a fruitful avenue for recon-
sidering older models of human cognition. (The
authors thank Ed Feigenbaum for this observation.)

Checklist for Tomorrow’s 
Application Builders

Our examination of nearly 30 IAAI conferences, our
personal experiences, and stories related to us by col-
leagues and friends, lead to the checklist in table 3.
We briefly explain each entry in the following.

As will be apparent to experienced application
developers, much of this advice mirrors general soft-
ware engineering best practice. But some of the
points are even more important for AI systems. We
invite your feedback and your own lessons learned. 

Select Problems with a Solid Business Case
Successful IT applications in general start with a focus
on the business case and the customer — not the tech-
nology. This is particularly true for AI applications. In
the early days of AI applications, the mind share of
the developers tended more heavily to the technolo-
gy (the knowledge-representation methods and the
reasoning machinery) than it did to the customer
need. In retrospect, this was to be expected. The early
implementers were almost always AI researchers,
infringing on an IT community that was by and large
skeptical of the hype and the baggage that came along
with the technology — nonstandard hardware and
software, methods that were not understood by the
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Table 3. Checklist for Builders of AI Applications.

 Select problems with a solid business case. 

 Minimize changes required in existing work flows. 

 Identify domain- or task-specific knowledge and data for the problem.

 Select appropriate knowledge representations and data sources. 

 Develop knowledge and data acquisition and maintenance plans. 

 Select appropriate reasoning/learning strategies. 

 Develop a set of test cases and performance metrics. 

 Add safeguards and opt-out capabilities. 

 Test with real data from users or operating environment. 

community, the need to bring in outside experts.
Over the years, AI application developers have

made a major mind shift. We have learned the hard
way that success starts with solving problems impor-
tant to the customer.

One caveat: Although public interest in AI is on the
rise, do not add an AI component to an application
just for the sake of it. AI can introduce complexity,
and systems should always only be as complicated as
is necessary to model the domain and task. Again,
focus on customer over technology. 

Minimize Changes Required 
in Existing Work Flows
Think about the integration of AI with other tools
and parts of the larger system. It is rare to complete-
ly replace an existing work flow. Thus, it is prudent to
build new systems so that they can slot into the
approaches already used by the customers as much
as possible. Few new AI systems solve stand-alone
problems that require no user interaction. Most are
used as “intelligent assistants” and the amount of
change management required to succeed in adoption
is directly proportional to the magnitude of the
changes required in existing work flows. Ease of use
is the “license to operate.”

Identify Domain- or Task-Specific 
Knowledge and Data for the Problem
The history of successful AI applications shows that
“the power is in the knowledge,” both expert-pro-
vided knowledge and knowledge extracted out of
data with the appropriate preprocessing, feature
selection, learning techniques, and parameter tun-
ing. Devote up front the effort needed to acquire
enough of the knowledge and data so that you will
better understand how to design the rest of the sys-
tem to best match the domain and task.

Select Appropriate Knowledge 
Representations and Data Sources
Depending on the nature of the domain- and task-

specific knowledge, choose a knowledge representa-
tion that most closely models the world while still
supporting efficient reasoning strategies. Prefer
declarative knowledge since it is easier to understand,
explain and change than procedural knowledge. For
machine-learning approaches, select high-quality
data sources (for example, data with expert-verified
ground truth) when feasible or develop a strategy for
learning and reasoning with noisy data sources.

Develop Knowledge and Data 
Acquisition and Maintenance Plans
Consider knowledge/data acquisition and mainte-
nance to be an ongoing process. Make the process
iterative: repeatedly evaluate if the knowledge and
data are appropriate for the reasoning/learning strate-
gies and domain/task and refine accordingly.

Select Appropriate Reasoning 
and Learning Strategies
Most large AI systems will require various kinds of
reasoning and learning strategies for various sub-
problems. Design a system architecture that supports
decoupling of these disparate components so that
refinements in one component will not require dras-
tic changes in other components. 

Depending on the constraints dictated by the
domain and task, select an approach and compo-
nents that are data driven or model driven, or use a
combination.

Develop a Set of Test Cases 
and Performance Metrics
Due to the complexity of most AI systems, testing
and performance evaluation are critical. 

The word performance encompasses a variety of
concerns, including run-time speed and use of
resources plus adequacy of the knowledge and rea-
soning components. Run-time speed and use of
resources are standard computational concerns that
must be addressed in any system that is to be
deployed and scaled. They are not specific to AI appli-



cations — but adequacy of the knowl-
edge and reasoning components is spe-
cific to AI applications.

Sometimes the desired behavior of
the system is clear, as was the case
when IBM was developing Watson to
win the Jeopardy! game show against
human contestants (Ferrucci et al.
2010). Keep track of the performance
of every revision and consider a policy
(as IBM did with Watson) that rejects
any revisions that do not push per-
formance closer to the goal. 

When the goal criteria are not as
clear, make extensive use of regression
tests to ensure that solved cases are
never broken in the future. Sometimes,
even regression tests are too precise as
multiple different outcomes may be
equally good. A good technique in
these situations is to build machinery
to automatically identify any changes
in the system’s output after each code
or knowledge base revision. Knowing
what changed after an update is a valu-
able first step in identifying if develop-
ment is on the right track.

Add Safeguards and 
Opt-Out Capabilities
AI has been known, on occasion, to
produce odd and unpredictable results
due to complex reasoning systems,
large data sets, and large knowledge
bases. Hence, special care should be
taken to verify data produced by AI
subsystems. In addition, there is a pre-
mium on testing carefully for
machine-learning systems that do not
have transparent reasoning processes. 

This advice should be heeded more
diligently for builders of AI applications
that make use of human input and
applications that are responsible for
making decisions for users. For that
matter, such applications should pro-
vide an opt-out capability that lets the
user complete an action without AI
assistance. An AI system is even stron -
ger when it can explain its decisions
and can help users make sense of the
AI’s assistance and better decide if they
prefer to continue making use of it.

Test with Real Data from Users
or Operating Environment
At i2k Connect, we have learned that
there is a long tail of the kinds of doc-
uments humans (and computers) pro-

duce and that may be fed into our doc-
ument enrichment service. During the
early development effort, we focused
on straightforward cases such as
research articles in PDF form and
Microsoft Word documents made up
mostly of text. However, real data
from real users can be drastically dif-
ferent and highly variable. For exam-
ple, we learned that our system did
not properly handle large text files
produced by computer software (such
as log files or data dumps), and need-
ed extra logic to examine each file
before deciding what kinds of process-
ing would be appropriate. In other
examples, roboticists know that robots
must be tested in the real world and
not just simulations, and developers of
personal assistants, chatbots, search
engines, and other tools know that
humans are an unpredictable source of
a wide range of inputs.

Conclusion
For AI to benefit humankind it must
be deployed; for successful deploy-
ment, good AI ideas must be integrat-
ed into the human context of actual
use and into the IT context of organi-
zations. In this article, we have tried to
summarize what has been learned
about building, maintaining, and
extending AI applications. We have
boiled it down into a simple checklist
for the developers of today and tomor-
row.

Going forward, we can expect the
landscape of AI applications to contin-
ue to diversify and expand. The revo-
lutions will continue all around us, in
computers and data, as well as sensing.

So, it follows that apps will contin-
ue to get more powerful, more knowl-
edgeable, and cover a broader array of
domains and tasks.

It also follows that apps will be
increasingly data driven, guided by
human knowledge. And they will have
a lot more data available, as the Inter-
net of Things takes off.

Finally, intelligent assistants will be
even more proficient at improving
quality of life. The partnership
between human and machine is going
to be stronger and closer. How will this
improve quality of life? Jobs tend to be
more satisfying when we humans are
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able to focus on the real work we set
out to do, not distracted by the low-
level clutter that most people are
forced to deal with today, because
computers aren’t powerful enough, or
because no attempt has yet been made
to automate the jobs people don’t
want to do. Intelligent assistants will
deal with the clutter of low-level tasks,
or tasks that require extended concen-
tration, consistency, scale, and so on.

As an example, we see big opportu-
nities with unstructured data. It will no
longer be lost in the cloud — whether
the corporate cloud or the Internet
cloud. We will have the tools to find it
and unlock its connections. We will
also have the tools to extract the essen-
tial information from the cluttered
real-time data streams that overwhelm
us today.

As the developers of today and
tomorrow address the new opportuni-
ties, the history of IAAI conferences
offers lessons in how to build success-
ful deployed AI applications. We have
attempted to distill these lessons to
increase the chances of future success.
In these concluding remarks, we have
just a few final bits of advice. 

It is prudent for AI researchers to pay
attention to what is being learned
through engineering practice —
deployed applications — as was hoped
for from the beginning of IAAI. And it
is prudent for practitioners to take
advantage of opportunities to learn
from research, as was hoped for by
colocating the AAAI and IAAI confer-
ences, and by adding the Emerging
Applications track to the IAAI confer-
ence in 1997. 

It is also wise to pay attention to
what is happening in the rest of the
computing, data, and sensing world.
Factors external to AI are likely to have
the largest impact on what matters, or
what is possible, or where opportuni-
ties lie. The biggest impact on how we
are able to build applications today has
come from revolutions that were not
of our own making. Watch for signals
from the periphery. 

And finally, to quote Neil Jacobstein,
“AI expands the range of the possible.”
So keep doing it! 
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Notes
1. See Dennis Bode, The Ivy Bridge Test:
Intel Core i7-3770K and all i5 models (Hard-
ware LUXX), available at www.hardware-
luxx.com/index.php/reviews/hardware/cpu
/21569-ivy-bridge-test-intel-core-i7-3770k-
and-all-i5-models.html?start=13. 

2. For more information about CLIPS see
www.clipsrules.net/?q=AboutCLIPS. 

3. The Enterprise Search and Findability
Survey 2014, by Carl Björnfors and Mattias
Ellison, is available at www2.findwise.com/
findabilitysurvey2014.

4. Robot Operating System (ROS) is avail-
able at www.ros.org. 

5. deeplearning.stanford.edu/wiki/index.ph
p/UFLDL_Tutorial. 

6. Available at www.reidgsmith.com/2016-
02-15_Engelmore_Lecture.pdf
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